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 1.0  INTRODUCTION 
 

 Regional numerical weather prediction (NWP) models have reached the limits of 
validity of the hydrostatic approximation, and the global ones are rapidly approaching 
these limits.  Vast experience with nonhydrostatic models has been accumulated in 
simulating convective clouds and storms, particularly in academic circles, but the 
techniques developed and used may not be directly or entirely applicable in operational 
NWP since NWP deals with phenomena on a much wider range of temporal and spatial 
scales.  In response to this situation, over the last two decades or so, nonhydrostatic 
models specifically intended for weather forecasting have been developed and 
implemented (e.g., Davies et al., 2005; Doms and Schaettler, 1997; Janjic et al., 2001; 
Janjic, 2003; Room et al., 2006; Saito et al., 2007; Skamarock and Klemp, 2008; 
Steppeler et al., 2003; Yeh et al., 2002). 

 Concerning the criteria that a successful nonhydrostatic NWP model should 
satisfy, there are several, rather obvious choices.  The accuracy of the nonhydrostatic 
model must not be inferior to that of mature hydrostatic models running at the same 
resolution.  Moreover, particularly having in mind the uncertainties concerning the 
benefits that can be expected from nonhydrostatic dynamics at transitional, single digit 
resolutions in kilometers, the nonhydrostatic model should be sufficiently 
computationally efficient.  Finally, the model dynamics should be capable of reproducing 
strongly nonhydrostatic flows at very high resolutions.  Although such resolutions are 
beyond the resolutions that could be used in NWP in the near future, this condition must 
be satisfied in order to demonstrate that the model is indeed nonhydrostatic. 

 The new unified Nonhydrostatic Multiscale Model on the Arakawa B grid 
(NMMB) has been under development at the National Centers for Environmental 
Prediction (NCEP) within the new NOAA Environmental Modeling System (NEMS) 
framework (Janjic, 2005; Janjic and Black, 2007).  The model is designed for a broad 
range of spatial and temporal scales so that it can be applied to a variety of applications 
from LES studies to weather forecasting and climate simulations on regional and global 
scales.  The NMMB represents the second generation of nonhydrostatic models 
developed at NCEP.  Except for being redesigned for the B grid, the model formulation 
follows the general modeling philosophy of its predecessor, the NCEP’s regional 
Nonhydrostatic Mesoscale Model dynamic core in the Weather Research and Forecasting 
framework (WRF NMM) (Janjic et al., 2001, 2010; Janjic, 2003).  The WRF NMM has 
been used for various applications at NCEP and elsewhere since the early 2000s, and 
since 2006 it has been the main short-range forecasting regional North American Model 
(NAM). 

 The NCEP grid point nonhydrostatic models have been developed building on 
NWP experience.  As in their hydrostatic predecessors, mass-based hydrostatic vertical 
coordinates have been used.  With the mass (hydrostatic pressure) coordinate the 
nondivergent flow remains on coordinate surfaces.  Note that a similar argument applies 
to adiabatic flows in isentropic coordinates.  However, important flow regimes on the 
meso scales are characterized by weak stability and strong diabatic forcing, which 
renders the isentropic coordinates less appealing (although still applicable) on these 
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scales.  With this choice, the mass, as well as a number of other first order and quadratic 
quantities can be conserved in the discrete system in a straightforward way. 

 The nonhydrostatic dynamics were formulated by relaxing the hydrostatic 
approximation in hydrostatic NWP formulation based on modeling principles proven in 
practice.  These principles were applied in several generations of models preceding the 
NMM and NMMB (e.g., Janjic 1977, 1979, 1984a, 1984b), and have been thoroughly 
tested in NWP and regional climate applications, although the specific numerical 
schemes employed have evolved significantly over time, and over about two orders of 
magnitude in resolution.  In this way, the validity of the hydrostatic model was extended 
to nonhydrostatic motions, and at the same time the preferable features of the hydrostatic 
formulation were preserved in the hydrostatic limit. 

 The system of nonhydrostatic equations in the general mass based vertical 
coordinate is split into two parts: (a) the part that corresponds to the hydrostatic system, 
except for higher order corrections due to vertical acceleration, and (b) the system of 
equations that allows computation of the corrections due to the vertical acceleration.  The 
separation of the nonhydrostatic contributions shows in a transparent way where, how 
and to what extent the hydrostatic approximation affects the equations.  This approach 
does not require any linearization or additional approximation.  The resulting system of 
nonhydrostatic equations has only one additional prognostic equation for nonhydrostatic 
pressure.  Given the hydrostatic pressure, nonhydrostatic pressure and temperature, the 
geopotential is uniquely defined, and vertical velocity and vertical acceleration are 
computed from geopotential.  Of course, the vertical velocity reduces to a consistent 
discrete approximation, so that internal consistency is preserved in the discrete system. 

 The nonhydrostatic dynamics extension is implemented through an add–on 
nonhydrostatic module.  The nonhydrostatic module can be turned on and off depending 
on resolution in order to eliminate the computational overhead at coarse and transitional 
resolutions where the impact of nonhydrostatic effects is not detectable.  More 
importantly, this feature allows easy comparison of hydrostatic and nonhydrostatic 
solutions at various resolutions using an identical hydrostatic core. 

 The “isotropic” quadratic conservative finite-volume horizontal differencing 
employed in the model conserves a variety of basic and derived dynamical and quadratic 
quantities and preserves some important properties of differential operators.  Among 
these, the conservation of energy and enstrophy improves the accuracy of the nonlinear 
dynamics of the model on all scales (Arakawa, 1966; Janjic, 1984a, 1984b). 

 Currently, the NMMB uses the regular latitude-longitude grid for the global 
domain, and a rotated latitude-longitude grid in regional applications.  With the Equator 
of the rotated system running through the middle of the regional integration domain, 
more uniform grid distances are obtained.  In the vertical, the hybrid pressure-sigma 
coordinate has been chosen as the primary option.  “Across the pole” polar boundary 
conditions are specified in the global limit and the polar filter acting on tendencies 
selectively slows down the wave components of the basic dynamical variables that would 
otherwise propagate faster in the zonal direction than the fastest wave propagating in the 
meridional direction.  The multiple movable nesting capability is also available. 
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 In very high resolution tests, a two-dimensional model based on the described 
principles successfully reproduced the classical two-dimensional nonhydrostatic solutions 
and thus demonstrated the validity of the concept (Janjic et al., 2001; Janjic, 2004).  The 
high resolution tests using the regional version of the model indicate that the impact of 
nonhydrostatic dynamics becomes detectable at about 8 km resolution provided almost 
all dissipative mechanisms in the model are turned off, and noticeable at about 1 km 
resolution (Janjic et al., 2001; Janjic, 2003, 2004).  The extra computational cost of the 
nonhydrostatic dynamics is on the order of 10% in global applications, or nonexistent if 
the nonhydrostatic extension is switched off at coarser resolutions.  However, the 
relatively low cost of the nonhydrostatic dynamics allows its application even at 
transitional resolutions where the benefits due to the nonhydrostatic dynamics are small 
or uncertain. 

 The model has been computationally robust, efficient and reliable in operational 
applications and pre-operational tests.  As indicated by regular runs carried out at NCEP, 
the NMMB produces good medium range forecasts, and its computational efficiency 
compares favorably with other medium range forecasting models. 

 

1.1 Overview of the Nonhydrostatic Multi-Scale Model on the B grid  
(NMMB) 

 This technical note focuses on the scientific and algorithmic approaches in the 
NMMB dynamics.  Discussed are the NMMB dynamics solver, boundary conditions and 
the horizontal diffusion and other dissipative processes.  The other components of the 
NMMB such as physical package, data assimilation, verification and the software 
framework are discussed elsewhere. 

 The NMMB dynamics solver includes fast waves, advection, thermodynamic 
processes, a nonhydrostatic add-on module, lateral diffusion, horizontal divergence 
damping, coupling of the sub-grids of the semi-staggered grid B, boundary conditions, 
polar filtering and nesting capabilities.  It also includes transport of various components 
of the atmosphere such as moisture variables and other tracers.  This system together with 
various options for physics, initialization and post processing are combined within the 
NEMS framework to produce end-to-end multiscale simulations. 

Major Features of the NMMB Dynamics Solver 

General requirements considered when building the NMMB core include: 

 Modeling principles proven in NWP and regional climate applications; 

 Numerical methods that control the nonlinear energy cascade and minimize 
generation of small-scale computational noise; 

 Full compressible equations split into hydrostatic and nonhydrostatic 
contributions; 

 Easy comparison of hydrostatic and nonhydrostatic solutions; 

 Reduced computational effort at lower resolutions; 



4 
 

 Robustness and computational efficiency.  

With these requirements taken into account, the main characteristics of the NMMB 
dynamics solver are: 

 Equations:  Fully compressible, Eulerian, nonhydrostatic with hydrostatic option. 

 Prognostic variables:  Horizontal vector wind components, temperature, 
nonhydrostatic pressure and hydrostatic surface pressure.  In addition any number 
of scalars such as turbulent kinetic energy (TKE), water vapor mixing ratio, 
rain/snow mixing ratio, cloud water/ice mixing ratio, various aerosols and other 
tracers. 

 Horizontal Coordinate:  Rotated latitude-longitude for regional applications, and 
latitude-longitude coordinate with polar filter for global applications. 

 Vertical Coordinate:  Terrain-following hydrostatic-pressure based hybrid 
coordinate transitioning into the pure hydrostatic pressure coordinate near the top 
of the model atmosphere.  The transition occurs at a specified pressure surface 
preferably below the Tropopause.  Top of the model is a constant pressure 
surface. 

 Horizontal Grid:  Arakawa B-grid staggering. 

 Vertical Grid:  Lorenz staggering. 

 Time Integration:  Forward-backward for fast waves, implicit for vertically 
propagating sound waves, Adams-Bashforth for horizontal advection and Coriolis 
terms, and Crank-Nicholson for vertical advection.   

 Spatial Discretization:  Conservation of mass, momentum, energy, enstrophy and 
a number of other first order and quadratic quantities.  Positive definiteness and 
monotonicity are preserved by tracer advection. 

 Lateral Turbulent Mixing and Model Filters:  Smagorinsky nonlinear lateral 
diffusion, horizontal divergence damping and coupling of the sub grids of the 
semi-staggered grid B by modifying the divergence term in the mass continuity 
equation (2.12). 

 Initial conditions:  Can be derived from a variety of sources including 
interpolation from existing grids, and various data assimilation systems. 

 Lateral Boundary Conditions:  Specified from a larger domain model or on the 
fly from the parent run. 

 Top Boundary Conditions:  Vertical velocity in the pressure coordinate system at 
the top boundary (a constant pressure level) is zero; nonhydrostatic pressure is 
equal to hydrostatic pressure.  There is no special filtering applied near the top 
boundary. 

 Bottom Boundary Conditions:  Vertical velocity in the hybrid coordinate is zero, 
vertical derivative of the nonhydrostatic pressure deviation is zero.  Physical 
boundary conditions are specified by surface physics schemes. 
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 Earth’s Rotation: Coriolis terms included. 

 Nesting:  Simultaneous or sequential, running one way, two-way and two-way 
fixed or moving nests. 

Extended WRF NMM and GFS physical parameterizations are available.  These 
parameterizations include: 

 Microphysics:  Bulk schemes ranging from simplified physics suitable for 
mesoscale modeling to sophisticated mixed-phase physics for cloud resolving 
models. 

 Cumulus parameterizations:  Adjustment and mass-flux schemes.   

 Surface Physics:  Multi-layer full vegetation and soil moisture models, including 
snow cover and sea ice. 

 Planetary Boundary Layer and Free Atmosphere Turbulence:  Turbulent kinetic 
energy prediction and non-local schemes. 

 Atmospheric Radiation:  Longwave and shortwave schemes with multiple spectral 
bands.  Cloud effects and surface fluxes are included. 

Model initialization techniques available are: 

 GSI (grid point statistical Interpolation); 

 NPS (NEMS Preprocessing System), interpolation from other model grids; 

 Digital filter. 
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2.0  MODEL EQUATIONS 

 

 Let s denote a generalized mass based terrain following vertical coordinate that 
varies from 0 at the model top to 1 at the surface (e.g., Eckermann, 2009).  Let   be the 
hydrostatic pressure, and let sfc  and T  be the hydrostatic pressures at the surface and 

at the top of the model atmosphere, respectively.  Then, the difference in hydrostatic 
pressure between the base and the top of the model column is Tsfc   .  Here, T  is 

a nonnegative constant, whereas sfc  is a function of time and horizontal position.  In the 

hybrid coordinate the hydrostatic pressure is computed from the formula 

       tyxsstsyx T ,,),,,( 21   , (2.0) 

where   is the constant depth of the hydrostatic pressure coordinate layer at the top of 
the model atmosphere, 1  is zero at the top and the bottom of the model atmosphere, and 

2  increases from 0 to 1 from top to bottom. 

 The hypsometric equation  

  







 (2.1) 

relates the geopotential   to the hydrostatic pressure.  Assuming that the atmosphere is 
dry, the specific volume is related to the temperature T  and pressure p  by the ideal gas 
law pRT , R  being the gas constant.  Note that the ideal gas law does not involve 
the hydrostatic pressure but rather the actual pressure, p , hereafter referred to as 
nonhydrostatic pressure.  Using the ideal gas law, from (2.1) 

  
sp

RT

s 




 

. (2.2) 

Upon integration of (2.2) from the surface, where the geopotential is denoted by sfc , to 

an arbitrary level s , 

   



1

'
'

s
sfc ds

sp

RT
ΦΦ


. (2.3) 

 Using (2.1), the third equation of motion may be written as 

  





 



 1

p

g
dt

dw
. (2.4) 

Defining the ratio of the vertical acceleration and gravity g, 

  
dt

dw

g

1
 , (2.5) 
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(2.4) may be rewritten as 

  






1
p

,  (2.6) 

which defines the relationship between the hydrostatic and the nonhydrostatic pressures.  
Integrating (2.6) with respect to  , one obtains the nonhydrostatic pressure at an 
arbitrary hydrostatic pressure, or on a coordinate surface s , 

   








s

ds
s

d
p

p

T 0

'
'

'
)1(








. (2.7) 

As can be seen from (2.6) and (2.7), should   vanish, the pressure and the hydrostatic 
pressure become equivalent. 

 In the hydrostatic s  coordinate system, the time derivative of a fluid property q  
following the motion of an air parcel may be written as 

  



























 
q

s
sq

t

q

dt

dq
s

s
v . (2.8) 

Here, s  is the vertical velocity and the subscripts indicate the variable that is kept 
constant while the differentiation is performed. 

 The nonhydrostatic continuity equation takes the form 

   tW
s

s
tg

w s
s

,,
1 




































  v , (2.9) 

i.e., reduces to the definition of the vertical velocity w , with W  denoting an integration 
constant that may depend on horizontal coordinates and time.  For simplicity of 
exposition, in subsequent derivations we assume that W  is zero.  The familiar hydrostatic 
mass continuity equation 

  0













































s
s

ssst s
s

 v  (2.10) 

also follows from the nonhydrostatic continuity equation. 

 Using the material surface boundary conditions dtdss /  at 0s  and 1s , one 
may obtain two equations from (2.10).  The first one gives the tendency of the hydrostatic 
surface pressure 

   












 1

0
' '

'
ds

st s


v , (2.11) 

and the second one is used to calculate the vertical velocity term  
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  '
'

0
' ds

sts
s

s

s
ss
 






























 

v . (2.12) 

 Using the relations (2.1) and (2.6), in the case of a nonhydrostatic atmosphere one 
obtains 

  pp ssz  


)1(
1

. (2.13) 

Using (2.13), the inviscid nonhydrostatic equation for the horizontal part of the wind 
takes the form 

  vk
v

 fp
dt

d
ss  )1( . (2.14) 

Again, for vanishing  , (2.14) reduces to the form used in hydrostatic models. 

 The first law of thermodynamics for adiabatic processes has the form 

  
dt

dp

dt

dT
cp   (2.15) 

in which pc  is the specific heat at constant pressure.  In hydrostatic models, the 
derivative dtdp  is replaced by the derivative of hydrostatic pressure dtd / , often 
denoted by the Greek letter omega( ).  For this reason, the right hand side of the 
equation is frequently referred to as the “omega–alpha” term.  The derivative of pressure 
can be separated into a component 1  which reduces to the hydrostatic expression when 
  vanishes, and a component 2  which vanishes with vanishing  .  Note that, generally, 

),,,( tyxpp  .  Then 
 

  















































t

p

tt

p

t

p

t

p

t
)1( , (2.16) 

where the subscripts indicate the variable that is kept constant while the differentiation is 
performed.  In addition, as can be seen from (2.6), 

  








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
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










s
s

p

s
s




  )1( . (2.17) 

Thus, dtdp is written in the form 

  21  
dt

dp
 (2.18) 

where 

  















s

sp
t s

 )1()1(1 v , (2.19) 
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or taking into account (2.12), 

  '
'

)1(
0

'1 ds
s

p
s

ss  











 vv . (2.20) 

Note that the contribution of the second term of the pressure gradient force in (2.13) to 
the kinetic energy generation is compensated by the contribution of the horizontal 
advection of pressure in (2.19).  The second part of   is defined by 

  
tt

p









 )1(2 . (2.21) 

Note that the term (2.21) vanishes for vanishing  . 

 

 In view of the separation of omega into two parts, the thermodynamic equation is 
separated into two parts as well, 
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
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

 v  (2.22) 

and 
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2
2
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pct

T











. (2.23) 

 

With the aid of (2.20), (2.22) may be rewritten as 
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vvv  . (2.24) 

Again, when   vanishes, (2.22) and (2.24) take the form used in hydrostatic models, and 
the equation for the second part (2.23) takes the trivial form 0)( 2  tT . 

 The nonhydrostatic system of equations is closed by applying the operator (2.8) to 
the continuity equation (2.9) in order to obtain the vertical acceleration dtdw .  Then, 
from (2.5), 
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
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
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
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
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
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
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

 w

s
sw

t

w

gdt

dw

g s
s

v
11

. (2.25) 

 The parameter   is the central point of the extended, nonhydrostatic dynamics.  
Assume for a moment that   is zero.  Then, Eqs. (2.2), (2.10), (2.14) and (2.24), together 
with the gas law, represent the set of equations describing the hydrostatic, inviscid, 
adiabatic atmosphere.  However, the presence of nonzero   in (2.6), (2.14) and (2.24) 
demonstrates in a transparent way where, how, and to what extent relaxing the 
hydrostatic approximation affects the familiar hydrostatic equations.  Note that the 
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system of equations developed above bears a close relation to the system discussed by 
Laprise (1992). 

 On the synoptic scales,   is small and approaches the computer round–off error.  
However, in case of vigorous convective storms, or strong vertical accelerations in flows 
over steep obstacles, the vertical velocity can reach the order of 110 ms  over a period on 
the order of s1000 .  This yields an estimate of the vertical acceleration on the order of 

2210  ms , and consequently,   on the order of 310 .  As can be seen from (2.6), for 
this value of   the nonhydrostatic deviation of pressure can reach Pa100 .  Bearing in 
mind that the typical synoptic scale horizontal pressure gradient is of the order of Pa100  
over km100 , this suggests that significant local nonhydrostatic pressure gradients and 
associated circulations may develop on small scales.  Nevertheless,   remains much 
smaller than unity in atmospheric flows, and therefore, the nonhydrostatic effects in (2.6), 
(2.14) and (2.24) are of a higher order magnitude.  An important consequence of this 
situation for the discretization is that high accuracy of computation of   does not appear 
to be of paramount importance, since the computational errors are of even higher order 
than  . 
 As can be seen from (2.2), the geometric height z  is uniquely defined by the 
hydrostatic and nonhydrostatic pressures   and p , and temperature T .  Thus, if these 
three variables are known, the vertical velocity w  can be computed using the definition 
(2.8), or the nonhydrostatic continuity equation (2.9).  Hence, w  (and consequently  ) 
cannot be considered as an independent prognostic variable.  Nevertheless, for internal 
consistency, the vertical velocity w  still must satisfy the prognostic vertical equation of 
motion (2.4). 

 In meso and large scale atmospheric flows 1 , and therefore the hydrostatic 
approximation can be safely used.  Experiments have shown that impact of 
nonhydrostatic dynamics becomes detectable at resolutions <10km, and important at the 
resolution of about 1km. 

 So far the equations for the dry atmosphere have been discussed.  In real data 
applications, the presence of moisture and condensate affects the density and heat 
capacity of the air which also should be taken into account.  In order to do that, the 
temperature T in (2.2) and (2.3) is replaced by virtual temperature 

   cqTTv  608.01 , (2.26) 

where q  is specific humidity and c  is condensate.  The heat capacity pc  appearing in 
(2.15) and (2.22)-(2.24) takes on the value corresponding to the mixture of dry air, water 
vapor and condensate 

    liquidliquid
p

vaporvapor
p

drydry
p

liquidvapordry
p mcmcmcmmmc  , (2.27) 

or after rearrangement, 
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Here m  is mass, and the superscripts dry , vapor  and liquid  denote, respectively, the 
variables for dry air, water vapor and liquid condensate. 

 Thus the complete list of variables dealt with by the model dynamics includes 

Mass variables: 

  ,    hydrostatic pressure (column mass weight) [Pa] 

 p   nonhydrostatic pressure [Pa] 

 T   temperature [K] 

 q   specific humidity (advection only) [kg/kg] 

 c   total water condensate (advection only) [kg/kg] 

 various tracers (advection only) 

Wind variables: 

 u , v   wind components [m/s]. 
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3.0  HORIZONTAL COORDINATE 

 
 On the global scale, the latitude-longitude coordinate system is used.  In regional 
applications a transformed latitude-longitude coordinate system is employed in order to 
improve computational efficiency.  The latter system is obtained by rotation of the 
natural, geodesic latitude-longitude in such a way that the intersection of the equator and 
zero meridian of the transformed system coincides with the center of the model domain.  
The transformed system provides a more uniform horizontal grid spacing by reducing to 
a large extent the meridian convergence, and, accordingly, allows use of a larger time 
step for the model time integration.  The transformation and inverse transformation 
equations between the natural latitude-longitude coordinates  ,  and the rotated 
system  ,  are 

  
 

  


sinsincoscoscos

sincos
arctan

000

0



  (3.1) 

    000 coscossinsincosarcsin    (3.2) 

and 

    0
000

0

coscossinsincossincoscos

sincoscos
arctan 




 









  (3.4) 

    coscossinsincosarcsin 00   (3.3) 

Here, 0  and 0  are the angles of rotation along the axes of of the coordinates  , .  

Defining 

  
 

   000

000

coscossinsincosarcsincos

cossinsincoscos







C , (3.5) 

  
 

   000

00

coscossinsincosarcsincos

sinsin







S , (3.6) 

the horizontal wind in the rotated system ),( VUV  expressed in terms of the wind in 
the natural latitude/longitude system ),( vuv  is 

  SvCuU  , (3.6) 

  CvSuV  . (3.7) 

The inverse wind transformation has the form 

  SVCUu  , (3.7) 

  SUCVv  . (3.8) 

Figure 1 shows an example of a rotated grid in a typical limited area application of the 
NMMB. 
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Figure 1.  The left hand figure shows a domain centered at 38N, 92W plotted on a 
regular latitude longitude map background.  The right hand figure shows the same 
domain projected on a rotated latitude longitude map background. 
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4.0  HORIZONTAL GRID 

 

4.1  The B Grid 

 The NMMB is formulated on the B grid for reasons discussed in section 4.2.  
Figure 2 illustrates the staggering on the B-grid where h  represents mass points 
(temperature, pressure, height, any mass or passive variable) and v  represents the 
horizontal velocity vector.  The grid distances 

 

x , y  and d

 

 are also shown. 

 

 

 

 

Figure 2.  The B grid and grid distances 

 

x , y  and d . 

 

4.2 Comments on the choice of the B grid 

 Winninghoff (1968) and Arakawa and Lamb (1977) examined the frequencies of 
gravity-inertia waves obtained using second-order centered differences on various types 
of rectangular horizontal grids.  Compared to other grids considered, generally better 
agreements with the exact frequencies were obtained on the staggered grid C, and on the 
semi-staggered grid B (or E) shown in Figure 3.  The symbol h  in the figure denotes the 
mass point variables, while the horizontal velocity vector and the velocity components 
are denoted, respectively, by v , u  and v .  However, the staggered grid and the semi-
staggered grids are not without problems, either.  The problems on the staggered grid 
arise due to the averaging of the velocity components in the Coriolis force terms.  On the 
other hand, in order to illustrate the problems on the semi-staggered grids, consider the 
shallow water equations  

Δx 

Δy 
d
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Figure 3.  The staggered and semi-staggered grids C, B, E and Z and coordinate systems 
used in finite differencing. 
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
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


. (4.2.1) 

Here, u  and v  are the velocity components, h  is the height of the free surface, g  is 
gravity, f  is the Coriolis parameter assumed to be constant, and H  is the mean depth of 
the fluid.  The other symbols used have their usual meaning.  The system (4.2.1) 
discretized in the most straightforward way, e.g., on the B grid, has the form 
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  fvhg
t

u y
x 


  ,  fuhg

t

v x
y 


  ,  )( x

y
y

x vuH
t

h  



. (4.2.2) 

In (4.2.2), the symbol   and the overbar, respectively, represent the simplest two-point 
centered differencing and averaging operators applied in the direction indicated by the 
accompanying subscript or superscript.  Following Janjic (1984a, 1984b), the velocity 
components on the B grid may be written in terms of the velocity potential   and the 
stream function   in the form 

  x
y

y
xu   , y

x
x

yv   . (4.2.3) 

Then, after substituting the expressions (4.2.3) into the system (4.2.2), and 
rearrangement, one obtains 

  
fgh

t





, 
f

t





, )( xx
yy

yy
xxH

t

h  



, (4.2.4) 

where repeated subscripts and superscripts indicate repeated applications of the operators 
they are accompanying.  As can be seen from (4.2.4), the only possible reason for the B 
grid problems is the insufficiently accurate computation of the Laplacian due to the 
averaging of the derivatives of the velocity potential   in the continuity equation.  An 
inspection of the finite difference equations (4.2.4) reveals that they are defined on a 
nonstaggered grid, carrying all three variables  ,   and h  at each grid point (Janjic 
1984a, 1984b).  This type of grid is also shown in Figure 3.  It was named Z grid by 
Randall (1994).  Thus, the B grid, together with the definitions (4.2.3), is equivalent to 
the Z grid.  However, there is an important difference between the simulation of the 
gravity-inertia wave propagation on the grids B and Z.  On the Z grid, the continuity 
equation can be written in the form 

  )(  yyxxH
t

h





 (4.2.5) 

i.e., without averaging in the divergence term that was responsible for the B grid 
problems.  However, an application of the Z grid in case of more complex equations 
would require costly conversions between the velocity components and the velocity 
potential and the stream function.  A more complete comparison of the properties of the 
remaining two possibilities, the staggered grid C and the semi-staggered grids B and E 
can be found, e.g., in Janjic and Mesinger (1984, 1989).  These considerations, however, 
do not give decisive advantage to either of the two choices.  The problems on the semi-
staggered grids B and E are restricted mainly to the shortest waves, while in the case of 
the slow internal modes, and/or weak stability, the C grid may develop problems in the 
entire range of the admissible wave numbers (cf. Arakawa and Lamb, 1977).  In addition, 
there is an effective technique for filtering the low frequency, short-wave noise resulting 
from the inaccurate computation of the divergence term on the semi-staggered grids 
(Janjic, 1979).  More sophisticated, nondissipative methods (“deaveraging” and 
“isotropisation”) for dealing with the problem also have been proposed (Janjic et al., 
1998), leading to dramatic improvements of the finite-difference frequencies of the short 
gravity-inertia waves on the semi-staggered grids. 
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 The results discussed so far are relevant for classical synoptic scale model design.  
In order to address the question of the choice of the horizontal grid as the mesoscales are 
approached, consider the linearized anelastic nonhydrostatic system 
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. (4.2.6) 

Here, '0pcP  , ')/( 0  g , 0  is the basic state potential temperature, '  is the 
Exner function perturbation, '  is the potential temperature perturbation and N  is the 
Brunt-Vaisala frequency.  Assuming, as usual, the solutions of the form 
 

  )(
0

tmzlykxieAA  , (4.2.7) 

where A stands for any dependent variable appearing in (4.2.6), k , l  and m  are the 
wave numbers in the directions of the coordinate axes x , y  and z , and   is the 
frequency, the frequency equation may be written in the form 
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. (4.2.8) 

Defining, for brevity, kdX  , ldY  , zmZ  , where d  is the horizontal distance 
between two nearest points carrying the same variable, and z is the vertical grid size, 
(4.2.8) can be rewritten as 
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The normalized frequencies on the grids B and C, respectively, are (communicated by 
Klemp) 
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 (4.2.10) 
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Note that in the case of the Charney-Phillips vertical staggering the factor )2(cos2 Z  
following the term 2)( fN  should be replaced by unity in both formulas.  This factor 
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should be present in the case of usually used, more convenient, Lorenz vertical 
distribution of variables.  The difference between the Charney-Phillips and the Lorenz 
vertical staggering is discussed in Section 5 and illustrated in Figure 8. 
 
 As can be seen from (4.2.9)-(4.2.11), there are two terms in the numerator.  On 
the B grid the averaging within the divergence term affects the first term, while on the C 
grid the averaging of the Coriolis force terms affects the second term.  Which of the two 
terms will be dominating is not always clear and may depend on stability and the choice 
of the horizontal and vertical grid sizes.   
 
 Consider the Charney-Phillips staggering first.  As already pointed out, in this 
case the factor )2(cos2 Z  following the term 2)( fN  in (4.2.10) and (4.2.11) should be 
replaced by unity, i.e., 
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In case of very weak stability, say 0001.0N , and  0001.0f , the factor   12 fN , 
and from (4.2.9) and (4.2.12) it follows that 
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 (4.2.14) 

 

in the entire admissible wavenumber range.  Thus, the horizontal group velocity is zero.  
On the other hand, the ratio fC / computed from (4.2.13) using the same values of N  
and f , and assuming that 30zd   and 32/Z , is shown in Figure 4 as a function 
of X  and Y .  As can be seen from the figure, the frequency on the C grid is not constant.  
This leads to a nonzero group velocity throughout the horizontal admissible wave-
number range, including the longest waves. 
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Figure 4.  The ratio fC /  as a function of X  and Y  in case of Charny-Phillips vertical 

staggering (see text for details). 

  

The relative frequencies in the case of Lorenz staggering are shown in Figure 5.  As can 
be seen from the figure, the relative frequencies on both the B (left panel) and C (right 
panel) grids are affected by this type of staggering.  The relative frequency on the B grid 
is not constant, but remains very close to unity throughout the admissible horizontal 
wavenumber range.  In contrast, significant deviations from the correct value can again 
be seen on the C grid, including the areas corresponding to the longest waves.  
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Figure 5.  The ratios fB /  (upper panel) and fC /  (lower panel) as functions of X  

and Y  in case of Lorenz vertical staggering (see text for details). 

 

  In current forecasting models the ratio zd   is of the order of 100.  Since N  is 
on the order of 0.01, in the case of large Z  the two terms in the numerator of (4.2.10) and 
(4.2.11) can be similar magnitude.  For example, let 4/Z .  For these values of zd  , 
N  and Z , the relative frequencies for both B and C grids, computed from formulas 
(4.2.10) and (4.2.11) and normalized by the continuous relative frequencies (4.2.9), are 
shown in Figure 6.  As can be seen from the figure, the relative frequencies on the B grid 
(left panel) are affected by the discretization as well, but to a much smaller degree in the 
long wave range compared to the C grid (right panel). 
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Figure 6.  Relative frequencies  /B  (upper panel) and  /C  (lower panel) as 

functions of X  and Y  in case of Charny-Phillips vertical staggering (see text for 
details). 

 

 Since the problems on the semi-staggered grid B are restricted to the shortest 
resolvable scales, and they are less sensitive to the stability and the choice of the vertical 
and horizontal grid sizes, preference was given to the semi-staggered grid B. 
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5.0  VERTICAL COORDINATE AND VERTICAL STAGGERING 

 

 The old NCEP’s operational regional hydrostatic model (‘‘Eta’’) used a step-like 
representation of mountains originally proposed by Bryan (1969) in the z-vertical 
coordinate.  This approach was modified for a sigma coordinate model by Mesinger et al 
(1988).  The advantage of the step-like mountains is that the coordinate surfaces are 
quasi-horizontal.  However, internal discontinuities are introduced at the vertical sides of 
the steps, and lateral boundary conditions are required at these discontinuities.  The 
formal accuracy of the finite differences at the points next to the internal boundaries is 
reduced to the first order.  In addition, if the no slip boundary conditions are used in order 
to preserve in a simple way the major favorable features of the finite-differencing 
schemes (cf.  Janjic, 1977; 1979; 1984a, 1984b), a nonphysical sink of momentum is 
introduced.  Yet another problem is the representation of the physical processes in the 
surface layer and the planetary boundary layer (PBL).  If one wants to represent these 
processes in a reasonably uniform way throughout the integration domain, including both 
low-lying and elevated terrain, an approximately equidistant spacing of the vertical levels 
is required in the lower few kilometers of the atmosphere.  However, the vertical 
resolution needed in order to achieve this goal is still too high.  This was indeed one of 
the major problems in the process of developing the physical package for the ‘‘Eta’’ 
model (Janjic, 1990; 1994; 1996; 2001).  The problem has been alleviated by increasing 
vertical resolution over time, which eventually allowed meaningful application of the 
similarity theory over large parts of the integration domain (Lobocki, 1993; Janjic, 1996). 

 The hydrostatic Meso model with the step-mountains (‘‘eta coordinate’’) was 
producing reasonable synoptic scale meteorological guidance.  Apparently, the blocking 
by the step-mountains was able to depict reasonably well the synoptic scale flow around 
the obstacles.  However, with the increasing model resolutions, several problems that 
could be associated with the step-mountain representation started to surface, particularly 
at smaller scales, and in mountainous areas.  The difficulties appear to be associated with 
the flow over the obstacles.  For example, the model using the step-mountain 
representation failed to reproduce a catabatic windstorm in the Rockies, while the 
forecast using the conventional sigma coordinate was quite successful in this respect 
(Janjic and DiMego, 2001).  In addition, several studies (Adcroft et al, 1997; Gallus, 
2000; Gallus and Klemp, 2000; Janjic and DiMego, 2001) indicate that more problems 
should be expected at higher resolutions.   

 Another problem possibly related to the mountain representation is that the NCEP 
Eta Model using the step-mountains was producing precipitation too far down on the 
slopes of major orographic obstacles (Staudenmeier and Mittelstadt, 1998, Janjic 1998).  
A similar problem was noticed independently in the operational high resolution runs in 
the Alpine region (Communicated by Pacagnella). 

 In response to the step-mountain problems the hybrid pressure-sigma vertical 
coordinate option (Sangster, 1960; Arakawa and Lamb, 1977) was introduced into the 
WRF NMM.  However, for consistency with NCEP’s global spectral model, the hybrid 
pressure sigma coordinate discussed by Eckermann (2009) is used in the NMMB.  With 
the hybrid coordinate, the hydrostatic pressure is computed from the formula (2.0).  A 



23 
 

version of the algorithm proposed by Eckermann (2009) is used for coordinate 
generation.  The transition to the hydrostatic pressure vertical coordinate occurs around 
300 hPa.  Examples of thicknesses of 64 NMMB layers depending on surface pressure 
are shown in Figure 7 in [Pa].  Transition to the hydrostatic pressure coordinate occurs at 
the layer interface nearest to 300 hPa, and the top of the model atmosphere is at 10 hPa.  
Cumulative distribution of topography height in medium resolution global NMMB is also 
shown in 100 m bins in the lower right panel of the figure.  The derivative of the curve in 
the plot shows the fraction of total grid points in each of the 56 100m bins.  The 
cumulative curve shows the fraction of the topography points that are lower or equal to 
the heights of the corresponding bin on the abscissa.  Note that the thicknesses of the 
layers above the transition point do not change with the change of the surface pressure, 
while the layers below shrink in order to accommodate the same number of layers within 
reduced pressure range. 

 With the hybrid coordinates, the coordinate surfaces are flat high above and away 
from the mountains.  Over elevated terrain the hybrid coordinate has increased vertical 
resolution, and the equations are continuous, without the computational internal boundary 
conditions that have to be specified with the step-mountains.  The sloping coordinate 
surfaces in the vicinity of the mountains, and the related inaccuracies, are the price to pay 
for these benefits.  Since the hydrostatic pressure is currently used as the vertical 
coordinate above about 300 hPa, the possible inaccuracies due to the sloping coordinate 
surfaces are restricted only to the lower part of the mass of the atmosphere.  Note that, 
generally, largest errors in the σ-coordinate occur in the stratosphere.  Thus, with the 
hybrid coordinate, the most serious problems associated with the sloping σ-surfaces are 
eliminated.  In addition, the increased resolution presumably acts in the direction of 
reducing the computational inaccuracies, and improves the representation of the vertical 
structure of the PBL over elevated terrain. 
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Figure 7.  Examples of thicknesses of 64 NMMB layers in Pa depending on surface 
pressure, 1000 hPa (upper left panel), 750 hPa (upper right panel) and 500 hPa (lower 
left panel).  Transition to hydrostatic pressure coordinate occurs at about 300 hPa, and 
the top of the model atmosphere is at 10 hPa.  Cumulative distribution of topography 
height in medium resolution global NMMB is also shown in 100 m bins (lower right 
panel). 
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Figure 8.  The difference between the Charney-Phillips and the Lorenz vertical 
staggering. 

 

 The usual Lorenz staggering of the variables is used in the vertical (Figure 8).  
The geopotential and the nonhydrostatic pressure are defined at the interfaces of the 
layers, while all three velocity components and temperature are carried in the middle of 
the model layers.  The vertical velocity is defined at the B grid mass points. 
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6.0 TEMPORAL DISCRETIZATION 

 

6.1 Overview of the time differencing approach 

 Explicit schemes are used where possible for accuracy, computational efficiency 
and coding transparency: 

o Horizontal advection of u , v , T ; 

o Advection of various other variables such as specific humidity, cloud 
water, TKE, aerosols, tracer gases; 

o Adjustment terms. 

 Implicit schemes are used for very fast processes that would require a restrictively 
short time step for numerical stability with explicit differencing: 

o Vertical advection; 

o Vertically propagating sound waves. 

 For the basic dynamic variables the NMMB uses four types of time integration:  
(i) modified Adams-Bashforth for horizontal advection of u , v , T  and tracers, and for 

Coriolis terms, (ii) Crank Nicholson for vertical advection of u , v , T  and tracers, (iii) 

forward-backward scheme for adjustment terms and (iv) an implicit scheme for vertically 
propagating sound waves. 

 

6.2 Stabilization of Adams-Bashforth Time Differencing 

 The Adams-Bashforth scheme can be represented as 
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Note that this method has a very weak linear instability which can be tolerated in practice 
or stabilized by slight off-centering, as is done in the NMMB 
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Figure 9 shows the amplification factor of the physical mode (green) and the 
computational mode (red) for the scheme (6.2.1).  The plot is for linear 1D centered 
second order advection with constant advection speed of 110 m/s and a time step equal to 
one third of the maximum allowed time step by the CFL criterion.  Here wave number is 
on the x  axis, with the wave number corresponding to the x4  wave in the middle, the 

x2  wave on the right end, and the wave with infinite wave length on the left end.  The 
amplification rate of the physical mode is very near to unity, so that it is very weakly 
amplified.  On the other hand the computational mode is strongly damped.  The 
amplification rate of the physical mode is not exactly one, however, as shown in Figure 
10 where the ordinate scale near one is magnified.  The green curve in the figure again 
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corresponds to the physical mode of the scheme (6.2.1), while the orange curve uses 
(6.2.2).  The slight instability of the meteorological mode of the traditional Adams-
Bashforth scheme is seen in the green curve with a maximum at x4 .  The instability 
changes to a slight damping with (6.2.2) as indicated by the orange curve. 

 

 

 

Figure 9.  Amplification factors for the computational mode (red) and the physical mode 
(green) in the Adams-Bashforth time differencing scheme.  Wave number in radians is 
shown along the abscissa with the x4  wave in the center, the x2 wave to the right and 
infinite wave number on the left. 
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Figure 10.  Same as figure 9 except the amplification factor scale near 1 is amplified.  
The green line shows the physical mode amplification factor for the Adams-Bashforth 
scheme (6.2.1), while the orange line corresponds to the modified scheme (6.2.2). 

 

 The instability of the Adams-Bashforth scheme is very weak, and experience 
shows that the scheme can be safely used with short time steps even without the 
stabilization by the off-centering.  However, unstable schemes do not converge, and the 
stabilization is needed from the conceptual point of view.  The damping of the 
computational mode (not shown) is unchanged.  Note that the deviations of the 
amplification factors from unity shown in Figure 10 are about the maximum one would 
see for real data runs. 

 

6.3 The Crank-Nicholson Differencing Scheme 

 The Crank-Nicholson scheme can be represented as 
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This is an implicit scheme and so is always stable.   

 Implicit scheme is required for vertical advection because the fine spacing in 
vertical levels would control the time-step rather than the CFL condition for horizontally 
propagating fast waves.  The Crank-Nicholson scheme is often off-centered by giving 

relative weight larger than 21  to the term  1nyf  in order to make the scheme 
dissipative.  However, as can be seen from the expression on the right hand side, the 
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values of ny  and 1ny  are given equal weights of 21 , and the scheme is centered in 
time. 

 

6.4 Time integration of the fast adjustment process  

 Time integration of terms involving the propagation of gravity waves is handled 
by a forward-backward process (Ames, 1968; Gadd, 1974; Janjic and Wiin-Nielsen, 
1977; Janjic 1979; Mesinger, 1977).  Using the shallow water equations to illustrate the 
process, 
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The mass tendency equation is advanced by a forward step 

  
n

nn

x

u
tHhh




 1 , (6.4.2) 

and the velocity equation is then advanced with a backward step 
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6.5 Time integration of vertically propagating sound waves 

 The time integration of vertically propagating sound waves is hidden inside the 
implicit algorithm used to solve the full model equations.  Details of this calculation are 
found in section 7.2. 
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7.0 TIME DISCRETE EQUATIONS 

 

 This section provides details of the time discrete equations that have been outlined 
in section 6.0.  It is intended for readers who wish to work through the actual equations 
solved by the NMMB core.  The basics are outlined above so readers not wishing this 
much detail can skip to the next section. 

 The numerical model described here uses the equations discussed in the section 
2.0 cast into finite difference form.  By using numerical methods that have been 
successful in hydrostatic models, it is expected that the model will behave well in the 
hydrostatic limit, i.e., when applied with resolutions that do not support significant 
vertical accelerations.  For vanishing  , the prognostic equations of the quasi–hydrostatic 
system of equations, i.e., (2.14), (2.24) and (2.10), together with the hydrostatic equation 
and the gas law, can be conveniently split into two energy conserving subsystems of 
prognostic equations (Janjic, 2003), i.e., 
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The time derivatives of the two subsystems are denoted by subscripts i and ii, 
respectively, and, as before, the subscript s  indicates that the operator is applied along a 
constant vertical coordinate surface.  As can be readily verified, the system (7.1)–(7.2), 
together with the continuity equation rewritten here in the form (7.3), conserves energy.  
The same applies to the system (7.4)–(7.5) combined with the continuity equation that 
links the two subsystems.  Thus, these two subsystems are a natural choice for time 
splitting.  However, note that large ratios between the advection time step, and the time 
step used for the remaining terms of the equations cannot be used in NWP applications.  

Since the wind speed can exceed 100 1ms , this ratio is restricted to 2 or 3 at most.  Note, 
when using non-iterative schemes for advection terms in this situation, the discrete 
system without time splitting can be more computationally efficient and robust than a 
split scheme with iterative time differencing.  This non-split approach is used in the 
NMMB. 
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7.1 Time differencing 

 The NMMB time differencing is presented in this section in order to illustrate 
how the extra terms appearing in the nonhydrostatic system are treated.  The economical 
forward–backward scheme (Ames, 1969; Gadd, 1974; Janjic and Wiin-Nielsen, 1977; 
Janjic 1979) is used for the adjustment terms.  Modified Adams-Bashforth scheme is used 
for the horizontal advection terms and the Coriolis force.  Although the Adams-Bashforth 
scheme is slightly unstable, the instability is very weak so that the scheme can be safely 
used in practice.  Nevertheless, for conceptual reasons, in the scheme used in NMMB the 
instability is removed by slight off-centering.  After the off-centering, the modified 
scheme becomes weakly dissipative (Janjic et al., 2010).  The Crank-Nicholson scheme is 
used for the vertical advection. 

 The superscripts n and n+1 will be used to denote the time levels for all variables 
with the exception of the vertical velocity w which is defined at intermediate time levels 
indicated by superscripts 2/1n  or 2/1n .  The superscript 2/1n  will be used also 
in the advection terms in order to indicate that centered in time schemes are used.  
Because the nonhydrostatic equations have been separated into two components, the 
subscript 1 will be used to indicate that a variable has been advanced in time only by the 
first component equation.  For example, the solution of (2.24) starting from the time level 
n will be denoted by the subscript 1, since (2.23) remains to be solved before reaching the 
time level 1n . 

 The vertical velocity term in the hydrostatic s  coordinate is computed integrating 
(2.10) 
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and the surface pressure tendency equation is 
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The first component of the nonhydrostatic pressure is computed using  
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and the first component of the thermodynamic equation is 
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The superscript 21n  in the advection terms indicates symbolically that centered 
schemes are used. 

 The second component of the thermodynamic equation is  
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The hypsometric equation yields the geopotential associated with the first component 
solutions for temperature and pressure, 
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and the second component equation yields 
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The value of vertical velocity, w , associated with the first component solutions is 
obtained from 
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Note that is an intermediate value of geopotential between  and , i.e., 

  )(1
1 tOn   . (7.1.10) 

Therefore, using 1  in the advection terms of (7.1.9) in order to compute w is a 
consistent numerical approximation.  On the other hand, neglecting the contribution 
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which must also satisfy the 3rd equation of motion, 
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The value of  associated with the first component solutions is obtained from 
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and the second component from 
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Upon solution of the preceding equations for thermodynamic variables, the pressure 
gradient force at the time level n+1 can be computed, and the horizontal equation of 
motion can be used to advance the wind components in time and thus complete the time 
step.  The superscript n+1/2 in the advection and Coriolis terms again indicates that 
centered schemes are used 
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Here, the specific volume 1n  is 
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7.2 Solution of the coupled equations 

 Eqs.  (7.1.6), (7.1.8), (7.1.11) and (7.1.12) are coupled equations.  Their solution 
will be sought by eliminating all unknowns except 1np , solving the resulting equation, 
and then back–substituting to obtain 1nT , 1n , 21nw  and 1n .  Namely, (7.1.7) 
and (7.1.8), together with (7.1.11) and (7.1.12), can be combined to give 
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Using (7.1.6) to eliminate , (7.2.1) may be rewritten as 
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where pcR .  Define a pressure *p  that satisfies the equation 
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subject to the boundary condition Tp *  at .0s   Upon inserting (7.2.3) into (7.2.2), 
one obtains 
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 As pointed out in Janjic et al. (2001), after some manipulation, (7.2.4) can be 
solved iteratively.  However, as will be shown here, it can be solved directly as well.  
Note that 

  )(*1 tOppn  , (7.2.5) 

so that, from (7.2.4), 
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which illustrates how subtle the difference is between  and 1np .  In order to 
visualize more clearly the procedure used to solve (7.2.4) for 1np  directly, it is 
convenient to consider the vertically discretized form of (7.2.4).  Let each of the lm  
model layers be denoted by index l  increasing from top down, and let the corresponding 
layer interfaces be denoted by half-indices 2/1l  and 2/1l .  In addition, let 
temperature be defined at mid-layers, and pressure variables at layer interfaces.  Then, 
using the simplest vertical two-point averaging and differencing operators denoted, 
respectively, by an overbar and symbol  , a discrete version of (7.2.4) can be written as 

  
  1

*1
1

1
1

1
1

12
)1(











 

















  n

l

l
n
l

lmk

lk

n
l

ll
n

l
n

l
l

pp

pp

pp
T

tg

R











. (7.2.7) 

Define a pressure variable 
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by correcting 1p using the latest preliminary value of 1 .  Note that when 0const , 

2/112/12   ll pp , and when 1const , *
2/12/12   ll pp .  Then, taking into account 

(7.2.6), (7.2.7) can be rewritten as 
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In practice, the correction weight const  in (7.2.8) is 0.35 (for historical reasons) but 
noticeable impact on the solution is not detected when varying this parameter between 0 
and 1.  Subtracting from (7.2.9) analogous expression defined on the level 1l , one 
obtains 

1p
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Replacing averaging and differencing operators applied to 1np  by explicit algebraic 
expressions, (7.2.10) can be rewritten as 
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Inspection of (7.2.11) reveals that the unknown 1np  appears at three consecutive layer 
interfaces, 2/1l , 2/1l  and 2/3l .  Thus (7.2.11) is a tri-diagonal system which 
can be solved with suitably chosen boundary conditions.  A solution without the 
approximation (7.2.8) can be obtained by iterating (7.2.11), but that appears unnecessary 
in the light of (7.2.6). 

 In order to address the problem of specification of boundary conditions for 
(7.2.11), consider a horizontally homogenous atmosphere at rest and in hydrostatic 
equilibrium.  Let the equations be linearized around such a basic state.  Also, consider 
only the solutions that preserve horizontal homogeneity.  As can be readily verified, the 
requirement for horizontal homogeneity eliminates all motions that belong to the first part 
of the time stepping procedure.  In other words, the intermediate solutions denoted by 
subscript 1 will coincide with the initial values denoted by superscript n.  The only 
solutions left will be those described by the linearized set of coupled equations leading to 
(7.2.4).  In particular, from (7.1.6) 
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and after differentiation of (7.1.8) with respect to s , linearization and rearrangement, 
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Here, z is the height and the subscript 0 denotes the basic state variables.  From (7.1.11) 
and (7.1.12) 
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Introducing primes to denote the deviations from the basic state, applying the simplest 
time differencing operator to (7.2.13) and using (7.2.14), 
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Using (7.2.12) to eliminate T’ in (7.2.16), and differencing in time the resulting equation, 
one obtains  
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On the other hand, differentiating (7.2.15) with respect to , 
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Thus, combining (7.2.17) and (7.2.18), and taking into account that the basic state is 
hydrostatic, 
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The equation for vertically propagating sound waves is readily recognized in (7.2.19), 
although finite differencing is used instead of differentiation with respect to time on the 
left–hand side. 

 Now that the physical nature of the processes involved in the second part of the 
integration procedure have been revealed, the question of the boundary conditions for 
(7.2.4) can be readdressed.  It appears natural to keep the upper end of the oscillator 
described by (7.2.19) fixed, and the lower end free.  Thus, p  is set at 0s , and 

0)( *1   sppn  is set at 1s .  Such an upper boundary condition is perfectly 
justified for vanishing pressure at the top of the atmosphere of the model. 

 

7.3 Time stepping and time step 

 Figure 11 illustrates the time stepping process in NMMB.  Here the fundamental 
time step 12 ttt   is the time step for the dynamical process (shown by the short, thin 
arrows).  The time step for passive substance advection is usually t2  as illustrated by 
the longer, wide arrows.  The physics is called even less frequently in order to save 
computational time.  The longest interval between two consecutive calls is used for 
radiation which is the most expensive single component of a comprehensive physical 
package. 

 

0π
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Figure 11.  Time stepping process in the NMMB. 

 

 As a general rule of thumb, the adjustment time step t  in seconds can be taken 
as 2.25 times the grid spacing in kilometers.  For higher resolution model runs made 
without parameterized convection, a t  in seconds of about 1.9 to 2.0 times the grid 
spacing may be more appropriate. 
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8.0 SPATIAL DISCRETE EQUATIONS 

 

 The general philosophy for the spatial discretization of the model equations 
includes the following: 

 Conserve energy and enstrophy in case of nondivergent flow in order to control 
nonlinear energy cascade and, thus, reduce to the extent possible the generation of 
noise by the nonlinear terms. 

 Use consistent formulations and order of accuracy for advection and divergence 
operators. 

 Use energy conserving form of the omega-alpha term that provides consistent 
transformations between the kinetic and potential energy. 

 Conserve a number of first order and quadratic quantities, such as momentum and 
other advected quantities. 

 Reproduce in finite-difference operators certain properties of differential 
operators. 

 Minimize the errors due to presence of topography. 

 Avoid using numerical filters wherever possible. 

. 

8.1 Mass divergence and hydrostatic continuity equation 

 Consider the fluxes in the directions of the four coordinate axes connecting h 
points as shown in Figure 12. 

 

 

 

 

Figure 12.  Schematic representation of mass fluxes in between h points on the B grid. 
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Here x , y  and d  are as defined in figure 2.  The mass divergence term is then 
defined as 
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Note that the “isotropic” four-flux form of the Arakawa Jacobian is used in the definition 
(8.1.2). 

 Vertically discretized hydrostatic mass continuity equation at a mid-layer level l  
can be written as 
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In (8.1.4), the approximation 
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is used for horizontal discretization. 

 

8.2 Hydrostatic pressure gradient force and the omega-alpha term 

 The hydrostatic pressure gradient force has the form 
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Consider the 2/3 component of the first pressure gradient force term multiplied by 
corresponding velocity components 
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Summing up formulas (8.2.3) and (8.2.4) 
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and extending the summation over the entire integration domain, one obtains 
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If the summation is performed over a closed domain, or a domain with cyclic boundary 
conditions, (8.2.6) can be rewritten as 
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and finally, as 
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Following an analogous procedure for the “diagonal” 1/3 contribution to the first term of 
the pressure gradient force 
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one obtains 
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or after rearrangement, 
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Summing up formulas (8.2.14 and 8.2.15) 
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and rearranging, 
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Summing (8.2.2) over the entire closed integration domain, or a domain with cyclic 
boundary conditions 
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and rearranging taking into account the definitions of the “diagonal” fluxes (8.1.1), 
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one finally gets 
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Combining (8.2.9) and (8.2.20),  
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and taking into account the definition of the divergence (8.1.2) one may write 
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Since there are no special requirements on 
u  and 

v , 

  
xyvu   , (8.2.38) 

is chosen as the most natural choice. 
 

 On the right hand side of (8.2.37) there are no horizontal differencing operators, 
so that only vertical summation at a grid point will be considered.  Note that at a mid-
layer level l  
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and, therefore, 
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Taking into account the mass continuity equation (8.1.4), the summation in the vertical of 
the first term on the right hand side of (8.2.41) yields 
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and the second term can be rewritten as 
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Thus, the second term defines the consistent finite difference approximation of the 
contributions of the local time change and the vertical advection of hydrostatic pressure 
in the omega-alpha term of the thermodynamic equation. 
 
 As can be verified by direct inspection, the consistent finite difference 
approximation of the contribution of the horizontal advection of hydrostatic pressure has 
the form 
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Namely, in case of summation of (8.2.44) over all grid box volumes, the topmost 
averaging operators can be dropped leaving behind contributions of the second term of 
the pressure gradient force to the kinetic energy generation at the v  points. 

 

8.3 Horizontal advection of momentum 

 Consider the four stream function points shown in Figure 13 in an orthogonal 
curvilinear coordinate system.  Using the C grid energy and enstrophy conserving 
scheme, the advection of the nondivergent meridional wind component defined between 
the points 1 and 2 in the figure takes the form (c.f.  Janjic, 1984a, 1984b) 
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Figure 13.  Stencil of stream function points used to derive analog of the C grid energy 
and enstrophy conserving scheme on the B grid. 

 

Here the symbol   represents approximation by finite differences.  In case of Cartesian, 
or a cylindrical coordinate system, we can write 
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In case of more general orthogonal curvilinear systems this formula holds only 
approximately, but with generally sufficient accuracy.  Thus, using (8.3.2) and taking into 
account the properties of the Arakawa Jacobian (Janjic, 1984a, 1984b) we have 
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 The equation (8.3.3) can be rewritten as 
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or in a more compact form 
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where AZ is a new operator obtained by multiplying the Arakawa Jacobian by its grid box 
area  and the grid distance used to define the velocity component at the grid point 
considered. 
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 Analogously, 
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Subtracting (8.3.6) from (8.3.5), and (8.3.8) from (8.3.7), yields 
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Summing up (8.3.9) and (8.3.10) we obtain 
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On the other hand, summing up (8.3.5) and (8.3.8), and (8.3.6) and (8.3.7), 
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so that the sum of (8.3.12) and (8.3.13) takes the form 
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Subtracting (8.3.11) from (8.3.14), and summing up (8.3.11) and (8.3.14), we obtain, 
respectively, 
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However, for a B grid scheme, we have to express the terms on the right hand sides of 
(8.3.14) and (8.3.15) in terms of the B grid nondivergent wind components.  From the 
definition of the nondivergent wind  
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we find that 
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Here, the notation for the B grid variables in the middle of the four stream function points 
are used without indices.  Therefore, (8.3.14) and (8.3.15) can be rewritten as 
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Using a formula analogous to (8.3.2), we may further write 
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Taking into account the definition of the operator AZ , from (8.3.19) and (8.3.20) we 
choose 
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as the scheme for the nondivergent wind components on the B grid.  Note that if only the 
first two terms in (8.3.21) and (8.3.22) were used, that would be the Arakawa (1972) 
scheme.  Thus, the last two terms in these two equations are the difference between the 
Janjic (1984a, 1984b) style scheme and the Arakawa (1972) B grid schemes. 

 In formulas (8.3.21) and (8.3.22), there are four nondivergent advection operators: 
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The operators (8.3.23) are generalized for the divergent flow following the procedure 
outlined e.g. in Janjic (1984a, 1984b).  Consider the fluxes in the directions of the four 
coordinate axes that are located in between h points as shown in Figure 12, reproduced in 
Figure 14 for convenience. 

 

 

Figure 14.  Schematic representation of fluxes in between h points on the B grid. 

 

  yuyU yx
   

  xvxV xy
   

   xvyudU
x

 
'

'  

   xvyudV
y

 
'

' . (8.3.24) 

However, in order to use the fluxes for momentum advection, they should be defined in 
between the v points.  This can be achieved by averaging the fluxes (8.3.24) along the 
coordinate axes 'x  and 'y  as indicated by averaging the stream function in nondivergent 
advection terms (8.3.23) 
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Using (8.3.25), the divergent analogs of the advection operators (8.3.23) multiplied by 
layer thicknesses take the form 
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Note that the first two of Eqs. (8.3.26) conserve the volume integral of 2/2u , while the 
last two conserve the volume integral of 2/2v . 
 
 Combining formulas (8.3.26) and dividing them by the mean layer depth in 
pressure, analogs of formulas (8.3.21) and (8.3.22) for divergent flow are obtained 
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8.4 Horizontal advection of temperature and other mass point variables 

 The horizontal advection of temperature is computed using the scheme 

  












 








yx

TdVTdU

yx

TxVTyU

t

T
y

y
x

x
y

y
x

x







 2

''

3

1

3

21
'

'
'

'  (8.4.1) 

The scheme (8.4.1) conserves the first and the second moments of the advected quantity 
and reduces to the Arakawa Jacobian in case of nondivergent flow.  The horizontal 
advection of other mass point variables, with the exception of positive definite tracers, is 
computed analogously. 

 For positive definite tracers, the square root of the tracer is advected using (8.4.1) 
(e.g., Janjic et al., 2009; Schneider, 1984).  In this way positive definiteness is preserved, 
and due to the quadratic conservativeness of the scheme, the total mass of the tracer is 
conserved.  However, with this technique a conservative a posteriori monotonization is 
applied in order to prevent over-steepening. 
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 As another option carried over from earlier versions of the model, a very basic 
upstream Lagrangian algorithm forward in time can be used.  In the one dimensional 
case, the first guess is computed using 
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This is followed by a negative diffusion step to reduce smoothing 
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Finally, conservation is enforced a posteriori after each anti-diffusion step to maintain a 
global sum of the advected quantity and prevent generation of new extrema.  Due to open 
boundary conditions and decoupling from the continuity equation, the total mass of 
tracers cannot be conserved with acceptable accuracy using this approach. 

 

8.5 Vertical Advection 

 At the mass points the vertical advection is computed from the formula 
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while at the velocity points the formula 

   
s

s
xy

sxy
Vs

t

V 


1





 (8.5.2) 

is used.  As can be verified using (8.1.3), (8.5.1) and (8.5.2) conserve the first and second 
moments of the advected quantity. 

 

8.6 Nonhydrostatic pressure gradient force, momentum conservation, omega-
alpha term 

 Considering that in the case of nonhydrostatic equations, 
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the first term of the pressure gradient force is approximated by 
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In (8.6.3) a  denotes a coordinate axis, s  is the vertical coordinate, and the operator fdA  
denotes a finite difference approximation.  The approximation of the second term is 
obtained requiring that the momentum is conserved.  Namely, the sum of the two 
pressure gradient force terms can be written as 
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and rearranging the formula (8.6.4) step by step, 
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one finally obtains 
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From (8.6.8), it follows that the momentum conserving form of the second term of the 
pressure gradient force is 
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Thus, the pressure gradient force is computed using 
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and 
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 From (8.6.10) and (8.6.11), one obtains the horizontal pressure advection term in 
the omega-alpha term in the form 
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The remaining two terms in (2.19) are computed multiplying the right hand side of 
(8.2.43) by )1(  , i.e.  using 

      l

s

l
s

l
s
v s

t

RT



 



 













 1 . (8.6.13) 

 

8.7 Polar filtering 

 The Fourier filtering is applied south and north of the latitudes where 
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and c  is a constant with the default value of 1 .  For the variable 
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corresponding to the zonal wavenumber k , an equivalent variable is sought 
corresponding to the same wave length, but with y  grid size, 
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and with an upper limit set at 
2


 corresponding to the maximum admissible zonal wave 

number. 
 
 The frequency of a wave propagating in the zonal direction is assumed to be 
proportional to 
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Here, the first term represents the contribution of gravity waves, and the second term 
appears due to advection.  The parameter w  is the ratio between frequencies of gravity 
waves and advection, and its default value is 1/3.  Approximately, the maximum values 
of the expression (8.7.4) are on the order of unity as its argument approaches 

2
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kX  

corresponding to the maximum zonal wave number.  The frequency of a wave with the 
same wavelength propagating in the y direction is proportional to 
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The condition for filtering at that wave number is 
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The filter response function has the form 
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where the power n  is such that  
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The additional assumption introduced here is that the frequencies of the filtered waves 
are computed with sufficient resolution (and therefore accuracy) at the filtered latitude, so 
that the phase errors due to finite differencing can be ignored. 
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 The role of the filter is to reduce these frequencies to those corresponding with 
(8.7.5).  Note that the filter is applied only to tendencies, and thus acts as a decelerator 
similar, e.g., to the effect of application of the semi-implicit scheme. 

 



54 
 

9.0  GENERAL COMMENTS ON CONSERVATION PROPERTIES IN THE   
NMMB 
 

 The conservation of major integral properties such as energy and enstrophy has 
been the basic philosophy of the discretization that can be traced back as a modeling 
principle to the paper by Janjic (1977).  Since then, however, the numerical schemes used 
in the model have been greatly refined and the resolutions increased by more than an 
order of magnitude.  Perhaps the most significant upgrade was the introduction of the 
new schemes for calculating the contribution of the nonlinear advection terms and the 
horizontal divergence operators on the E grid (Janjic, 1984a, 1984b).  Some properties of 
the momentum advection scheme were discussed in Gavrilov and Janjic (1989).  In the 
current NMMB formulation, all divergence operators are computed using the fluxes 
between each point and its eight nearest neighbors.  This, ‘‘isotropic’’, divergence 
operator is used in the Arakawa Jacobians, but also, e.g., in the hydrostatic continuity 
equation in order to compute the divergence of mass.   

 In the case of rotational flow and cyclic boundary conditions, among other things, 
the scheme for horizontal advection of momentum on the B grid conserves the following 
properties:  

 Enstrophy as defined on the staggered grid C (i.e., using the most accurate 
second-order approximation of the Laplacian) 
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 Rotational kinetic energy as defined on the staggered grid C, i.e., 
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 Rotational momentum as defined on the staggered grid C. 

 A quadratic quantity proportional to rotational kinetic energy as defined on the 
semi-staggered grid B 
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 A first order quantity proportional to rotational momentum as defined on the semi 
staggered grid B 
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   and (9.4) 
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The Z grid equivalent of the B grid (c.f.  Janjic, 1984a, 1984b) used to define the 
quantities (9.1)–(9.4) is shown in Figure 3 together with orientations of the coordinate 
axes yx,  appearing in (9.1)–(9.4).  As before,   and   are the velocity potential and 
stream function, respectively, and h  stands for mass point variables.  The symbol A  
denotes the areas of grid boxes, and the summation sign with the subscripts ji,  
represents summation in the horizontal.   

 In case of general flow, the scheme conserves: 

 Quadratic quantities proportional to kinetic energy as defined on the semi-
staggered grid B and their sum 
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  and (9.5) 
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 First order quantity proportional to momentum as defined on the semi-staggered 
grid B and their sum. 
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  and (9.6) 
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In (9.5) and (9.6), the summation sign indicates the summation over all grid points, and 
the symbol V denotes the grid box volume in hydrostatic vertical coordinates. 
 
 The scheme for horizontal advection of temperature also conserves the first and 
the second moments of temperature.  Finally, in the hydrostatic limit, i.e., when dtdw  
tends to zero, the exact cancellation is achieved between the contributions of the pressure 
gradient force to the kinetic energy generation, and the   term of the continuity 
equation, which guarantees consistent transformations between the kinetic and the 
potential energy and the conservation of total energy.  The relevant finite-difference 
schemes were presented in Janjic (1977), and their generalizations for the ‘‘isotropic’’,  
8-flux divergence operators were discussed in Janjic (1984a, 1984b) and further 
documented, e.g., in Mesinger et al (1988). 



56 
 

 The exact energy conservation is not currently required in the case of the fully 
nonhydrostatic equations.  In this case the terms involving   gdtdw /  are of the order 
higher than quadratic, and   gdtdw /  is small compared to unity in weakly 
nonhydrostatic flows that can be expected in NWP applications.  On the other hand, on 
the scales and in the flow regimes where the contribution of   gdtdw /  becomes 
significant, the dissipation starts to play a prominent role creating strong energy sinks.   
 
 In addition, a conservative, positive definite and monotone Eulerian scheme for 
the tracers is applied.  The positive definitness is guaranteed by advecting the square root 
of the tracer (c.f. e.g., Schneider, 1984).  The conservation is achieved due to 
conservation of quadratic quantities by the advection scheme.  However, a forced 
conservative a posteriori monotonization is used to prevent creation of new extrema 
(Janjic, 2008, Janjic et al., 2009).   
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10.0 BOUNDARY CONDITIONS  
 

10.1  Lateral and polar boundary conditions 

 Figure 15 illustrates the lateral boundary conditions used in the regional NMMB.  
The values of velocity and the mass variables are specified only on the outermost rows 
and columns, with the outer boundary running through mass points.  In the first three 
rows inside the domain, upstream differences are used for advection.  Thus, the lateral 
boundary conditions for advection are well posed.  In addition a boundary blending zone 
is introduced, where the solution obtained by solving the model’s equations is blended 
with prescribed boundary conditions.  The best results are obtained with blending zone 
that is five rows wide, and with the weight of the prescribed boundary conditions 
decreasing linearly as the distance from the boundary increases (communicated by Pyle).   
 
 The “across the pole” polar boundary conditions were implemented by 
introducing two ghost rows with wind and mass variables respectively as shown in Figure 
16.  The polar rows of points carry mass variables.  The mass points along the ghost lines 
carry the values of mass variables that lie on the same meridians, but on the other sides of 
the poles.  Similarly, the wind points at the ghost lines carry the wind components on the 
other sides of the poles, but with changed signs since the coordinate axes change their 
directions as the poles are crossed along a meridian.  The remapping of the variables onto 
the ghost lines is schematically shown in Figure 17.  Note that reordering of the values of 
the variables for the remapping on the ghost line is not necessary since what matters at 
the poles is the sum of the polar fluxes, and not the order in which the summation of the 
fluxes is performed.  This greatly simplifies the code and speeds up computation on 
parallel computers by reducing communication. 
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Figure 15.  Lateral boundary conditions used in NMMB when used as a regional model 
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Figure 16.  Schematic representation of the distribution of variables near the North Pole. 
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Figure 17.  Remapping variable values from real to ghost latitudinal circles near the 
poles. 

 

 

10.2  Vertical boundary conditions 

 The vertical boundary conditions are: 

  0s  and p  at 0s , (8.2.1) 

  0s  and 
 

0
*




s

pp
 at 1s , (8.2.2) 

where *p  is defined by (7.2.3).  Note that the second part of (8.2.1) and (8.2.2) are 
required for the nonhydrostatic calculations as discussed in more detail in Section 7.2.   

 

ghost line 
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11.0  TURBULENT MIXING AND MODEL FILTERS 

 

 The model has two types of parameterized dissipative processes (that is filters that 
are not part of the numerical scheme); explicit lateral diffusion (often called horizontal 
diffusion) and a process called horizontal divergence damping.  These components are 
simply added to the tendencies whose calculations were described earlier. 

 

11.1  Explicit lateral diffusion 

 For horizontal diffusion, the NMMB uses a 2nd order, nonlinear Smagorinsky-
type approach (Janjic, 1990).  The diffusion has the form 

   VK
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V
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. (11.1.1) 

Here V  and H  stand for any v  point or h  point variable, respectively, and the 
subscripts M  and H  denote the exchange coefficients for momentum and mass point 
variables.  In the NMMB the exchange coefficient K  is flow dependant 

  22lcK S , (11.1.2) 

where Sc  is the Smagorinsky constant that usually takes on values in the range [0.2,0.4], 
l  is a mixing length comparable to grid distance and   is proportional to modified 
horizontal deformation which in the NMMB includes contributions of turbulent kinetic 
energy (Janjic 1990) and vertical shear 
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.   (11.1.3) 

Here, 2q  is twice the TKE and 'c  and ''c  are constants.  The 2q  term is included to 
account for the effects of horizontal mixing due to dry convective entrainment and 
detrainment.  The default values of the constants 'c  and ''c  are 50 and 1, respectively.  
The vertical velocity w  terms are present only if the model is run in the nonhydrostatic 
mode.  A constraint is imposed on   such that 
 

  maxmin   , (11.1.4) 

where the lower and upper bounds are empirically determined by the need for residual 
computational damping and the stability criterion, respectively.  The default values of the 
bounds are 0 and infinity (in regional applications), respectively.  Since   is computed at 
mass points, the diffusion coefficients for velocity and mass point variables in the 
directions of the coordinate axes x and y  are averaged differently 



62 
 

  y
Mx KK   ,   x

My KK   ,   x
Hx KK   ,   y

Hy KK   . (11.1.5) 

The subscripts Mx , My  and Hx , Hy denote mass weighted momentum and mass point 
turbulent exchange coefficients, respectively, in the directions of coordinate axes x , y .  
If the slope of the model surfaces exceeds 0.45% (4.5 m/km) the turbulent flux between 
mass points is set to zero in order to avoid unphysical results at the tops of pointed 
mountains and at the bottoms of valleys. 
 

 From (11.1.1), (11.1.2) and (11.1.5), the final formulas for lateral diffusion at 
mass and velocity points are, respectively, 
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However, in the global domain it is difficult to apply formulas (11.1.6)-(11.1.7) due to 
huge difference in resolution in the x  and y  directions.  In regional domains the grid 
distances in the x  and y directions generally remain close to each other, but the 
operation count is very high.  For these reasons, the formulas actually used in the model 
are simplified preserving the nonlinear dependence. 

 

11.2  Horizontal Divergence Damping 

 Dispersion of gravity-inertia waves alone can explain linear geostrophic 
adjustment on an infinite plain.  However, “In a finite domain, unless viscosity is 
introduced, gravity waves will forever ‘slosh’ without dissipating” (Vallis, 1992).  
Numerical experiments by Farge and Sadourny (1989) strongly support the idea of 
dissipative geostrophic adjustment. 

 Consider the mass divergence at a single vertical level (see Figure 12 again 
reproduced here in Figure 18 for convenience)  

  
       

yx

dVdU

yx

xVyU
D yxyx

l 





2

''

3

1

3

2 '' 



 , (11.2.1) 

 



63 
 

 

 

Figure 18.  Schematic representation of fluxes in between h points on the B grid. 

 

whereas before the mass fluxes are defined as 
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' , (11.2.2) 

and   is the hydrostatic pressure.  In the NMMB the horizontal divergence damping is 
implemented as 
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 (11.2.3) 

The horizontal divergence damping damps both internal and external gravity wave 
modes.  Enhanced divergence damping damps spurious fast modes which may be 
important for data assimilation or for controlling computational stability. 
 
 Now consider the external mode mass divergence 
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The external mode divergence damping used in the NMMB has the form 
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where, as before, 

  topbottom    . (11.2.6) 

 

Integrating formulas (11.2.5) with respect to mass from the top to the bottom of a grid 
column, one obtains 
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and finally, 
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Thus, only the external mode is affected. 

 The combination of the horizontal and external mode divergence damping also 
can be used in the NMMB and has the form 
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 (11.2.9) 

The divergence damping is applied after equation 4.2.1.  The default value controlling the 
horizontal divergence damping is 6.4  for both external and internal modes which 
corresponds to weak divergence damping. 

 

11.3  Filters 

 As a general rule, application of explicit or implied non-physical, numerical, 
filters is avoided in the NMMB since such filters alter the governing equations and, thus, 
can have adverse effect on the solution.  The exception is the technique for filtering of 
low frequency short-wave noise resulting from inaccurate computation of the divergence 
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term on the semi-staggered grids discussed in section 4.2.  This technique will be 
introduced following the ideas and derivations from Janjic (1974, 1979).  The interested 
reader is directed to these papers for more details. 

 The horizontal mass divergence term in the hydrostatic continuity equation (8.1.3) 
can be rewritten as 
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Here, the divergence operator on the left hand side is computed using the approximation 
(8.1.2), and 
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where A is an arbitrary vector with scalar components  yx AA , , and the subscript B  
indicates that the finite difference approximation of the divergence operator is applied on 
the B grid.  As can be verified in a straightforward manner, in the linear case (11.3.2) 
further simplifies to 
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Applying the operator (11.3.3) to v
xy  we obtain 
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However, if t  denotes time changes between time levels 1n  and n , at the time level 
n  
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or, 
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and 
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For brevity, define the contributions of the pressure gradient force to time changes of u  
and v  in (8.6.10) and (8.6.11) by 
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Then, 
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where xC , xA , yC , yA  are the components of the contributions of the Coriolis 

and advection terms.  Consider first the contribution of the terms 
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Using (11.3.8) and (11.3.10) we obtain 
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The expression (11.3.16) can be rearranged to take the form 
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To elucidate the impact of the operator (11.3.17), assume that yx    and that the terms
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s
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s
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p
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  do not vary in space.  Then (11.3.17) takes the form 
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and 
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The operator (11.3.19) provides communication only with the neighboring points in the 
diagonal directions 'x  and 'y , but not with the nearest neighboring points in the 
directions x  and y .  Weak interaction between the nearest neighboring points is still 
possible due to the nonlinear terms that are missing in (11.3.19), but this interaction 
generally is not sufficient to effectively prevent the grid separation and the resulting 
small-scale low-frequency noise. 

 Now, consider the remaining term in the divergence of the pressure gradient force 
contribution 
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Using (11.3.9) and (11.3.11), (11.3.20) takes the form 
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In particular, if yx   , we obtain 
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and 
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   (11.3.23) 

Again, the operator (11.3.23) does not provide communication with the nearest 
neighboring points in the directions x  and y , so it is ineffective in preventing the small 
scale noise. 
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On the other hand, define 
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and the operator that at time level n  has the form 
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Note that the right hand side of (11.3.26) reduces to 
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if yx   . 
 

 In case of (11.3.26) full communication between the nearest neighboring points is 
ensured, and apparently, a term of the form (11.3.26) is what is missing on the right hand 
side of (11.3.14).  Therefore, we modify (11.3.14) to include the term (11.3.26) as 
follows 
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or after rearrangement, 
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Substituting (11.3.29) back into (11.3.6) we obtain  
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so that, combining (11.3.1) with (11.3.30), the corrected divergence in the hydrostatic 
continuity equation finally takes the form 
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 (11.3.31) 

 

In the NMMB code the approximate formulas (11.3.23) and (11.3.27) are used in 
(11.3.31) in order to reduce the operation count. 
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